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•  OB stars ionize H and He

•  E(HI)= 13.6eV, E(HeI)= 24.6eV,E(HeII)= 56.4eV
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TABLE 2

THREE-BODY RECOMBINATION AND COLLISIONAL IONIZATION RATES FOR He I

a4tbr a
Cion

n l g
S

(cm6 s~1) batbr eatbr (cm3 s~1) b
Cion c

Cion e
Cion

1 . . . . . . 0 1 3.18 ] 10~31 [0.905 ^2.45% 3.36 ] 10~9 0.499 [28.625 ^0.18%
2 . . . . . . 0 1 1.21 ] 10~29 [1.117 ^3.36% 1.33 ] 10~7 0.253 [4.733 ^0.21%
2 . . . . . . 1 1 4.96 ] 10~29 [1.138 ^3.42% 1.81 ] 10~7 0.229 [4.037 ^0.22%
3 . . . . . . 0 1 5.94 ] 10~29 [1.236 ^3.70% 6.58 ] 10~7 0.120 [2.072 ^0.23%
3 . . . . . . 1 1 2.14 ] 10~28 [1.252 ^3.75% 7.93 ] 10~7 0.103 [1.880 ^0.24%
3 . . . . . . 2 1 3.52 ] 10~28 [1.251 ^3.74% 7.81 ] 10~7 0.104 [1.895 ^0.24%
4 . . . . . . 0 1 1.67 ] 10~28 [1.326 ^3.95% 1.87 ] 10~6 0.021 [1.207 ^0.25%
4 . . . . . . 1 1 5.72 ] 10~28 [1.338 ^3.99% 2.13 ] 10~6 0.007 [1.128 ^0.25%
4 . . . . . . 2 1 9.42 ] 10~28 [1.337 ^3.98% 2.11 ] 10~6 0.008 [1.135 ^0.25%
4 . . . . . . 3 1 1.32 ] 10~27 [1.338 ^3.98% 2.11 ] 10~6 0.008 [1.134 ^0.25%
5 . . . . . . 0 1 3.57 ] 10~28 [1.399 ^4.13% 4.02 ] 10~6 [0.059 [0.821 ^0.25%
5 . . . . . . 1 1 1.18 ] 10~27 [1.409 ^4.15% 4.44 ] 10~6 [0.069 [0.781 ^0.25%
5 . . . . . . 2 1 1.95 ] 10~27 [1.408 ^4.14% 4.40 ] 10~6 [0.068 [0.785 ^0.25%
5 . . . . . . 3 1 2.74 ] 10~27 [1.408 ^4.15% 4.40 ] 10~6 [0.068 [0.784 ^0.25%
5 . . . . . . 4 1 3.52 ] 10~27 [1.408 ^4.15% 4.40 ] 10~6 [0.068 [0.784 ^0.25%
2 . . . . . . 0 3 2.57 ] 10~29 [1.093 ^3.29% 9.36 ] 10~8 0.280 [5.655 ^0.21%
2 . . . . . . 1 3 1.30 ] 10~28 [1.129 ^3.40% 1.58 ] 10~7 0.240 [4.331 ^0.21%
3 . . . . . . 0 3 1.45 ] 10~28 [1.220 ^3.66% 5.36 ] 10~7 0.138 [2.304 ^0.23%
3 . . . . . . 1 3 5.87 ] 10~28 [1.244 ^3.73% 7.23 ] 10~7 0.111 [1.972 ^0.23%
3 . . . . . . 2 3 1.06 ] 10~27 [1.250 ^3.74% 7.81 ] 10~7 0.104 [1.895 ^0.24%
4 . . . . . . 0 3 4.36 ] 10~28 [1.314 ^3.92% 1.62 ] 10~6 0.035 [1.298 ^0.25%
4 . . . . . . 1 3 1.61 ] 10~27 [1.332 ^3.97% 2.00 ] 10~6 0.014 [1.167 ^0.25%
4 . . . . . . 2 3 2.83 ] 10~27 [1.337 ^3.98% 2.11 ] 10~6 0.008 [1.135 ^0.25%
4 . . . . . . 3 3 3.96 ] 10~27 [1.338 ^3.98% 2.11 ] 10~6 0.008 [1.134 ^0.25%
5 . . . . . . 0 3 9.63 ] 10~28 [1.388 ^4.11% 3.61 ] 10~6 [0.047 [0.866 ^0.25%
5 . . . . . . 1 3 3.37 ] 10~27 [1.404 ^4.14% 4.21 ] 10~6 [0.064 [0.802 ^0.25%
5 . . . . . . 2 3 5.85 ] 10~27 [1.408 ^4.14% 4.39 ] 10~6 [0.068 [0.785 ^0.25%
5 . . . . . . 3 3 8.21 ] 10~27 [1.408 ^4.15% 4.40 ] 10~6 [0.068 [0.784 ^0.25%
5 . . . . . . 4 3 1.06 ] 10~26 [1.408 ^4.15% 4.40 ] 10~6 [0.068 [0.784 ^0.25%

FIG. 1.ÈGrotrian diagram for He I singlet and triplet ladders for levels up to n \ 4. Wavelengths are vacuum wavelengths as calculated from the energy
levels in Table 1. ““ Families ÏÏ of lines, such as the n 3PÈ2 3S series, can be found collected together in Table 4.

Benjamin, Skillman, Smits 1999, ApJ 514,307

Energy Level Diagram of HeI
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•                  : Theoretical emissivity scaled to Hβ

•                  : observed line intensity

•                  : underlying stellar absorption

•                  : equivalent width

•                  : extinction relative to Hβ

•                  : optical depth function with collisional correction
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•Reddening (extinction)

•Underlying stellar absorption

extinction law

intrinsic line
intensity

observed line
 intensity

 scattering and absorption 
by interstellar dust

Solving for reddening and underlying absorption

Iλ = Iλ0e
−τλ

log

[

I(λ)

I(Hβ)

]

= log

[

F (λ)

F (Hβ)

]

+ C(Hβ)f(λ)

τλ = Cf(λ)

Reddening and Stellar absorption



• correction for stellar absorption

• reddening correction

• theoretical value

• take      minimum

W: EW (equivalent width)

Hα/Hβ, Hγ/Hβ, Hδ/Hβ ⇒ C(Hβ), aHI

XT (6563) = 0.3862(log T4)
2
− 0.4817 log T4 + 2.86 . . .

T4 ≡ T/104K
χ

2

χ2 =
∑

λ

(XR(λ) − XT (λ))2

σ2

XR
(λ)

FA(λ) = F (λ)
(

W (λ) + aHI

W (λ)

)

XR(λ) =
I(λ)

I(Hβ)
=

FA(λ)
FA(Hβ)

10f(λ)C(Hβ)

LHβ = W (Hβ)Lλ(λ4861)
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•                  : observed line intensity
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Benjamin, Skillman, Smits 1999, ApJ 514,307 [BSS]

Theoretical emissivities

E(Hβ)/E(3889) = 0.904T−0.173−0.00054ne

E(Hβ)/E(4026) = 4.297T 0.090−0.0000063ne

E(Hβ)/E(4471) = 2.010T 0.127−0.00041ne

E(Hβ)/E(5876) = 0.735T 0.230−0.00063ne

E(Hβ)/E(6678) = 2.580T 0.249−0.00020ne

E(Hβ)/E(3889) = 12.45T−0.917

/ [3.494− (0.793− 0.0015ne + 0.000000696n2
e)T ]



uncetainties in 
parameters

determine 
parameters

ȳ =
∑

λ

y+(λ)

σ(λ)2
/

∑

λ

1

σ(λ)2

χ2 =
∑

λ

(y+(λ) − ȳ)2

σ(λ)2

minimize χ
2

∆χ
2

= 1

Helium Abundance

y+ =
F (λ)

F (Hβ)
E(Hβ)
E(λ)

(
W (Hβ)

W (Hβ) + aHI

) (
W (λ) + aHeI

W (λ)

)
10f(λ)C(Hβ) 1

fλ

(T ), ne, aHeI, τ

[ T = T(OIII) ]



λ2321
λ4363

λ4959λ5007

1
S0

1
D2

3
P

collisional de-excitation

OIII Osterbrock’s text book §5.2

T

jλ4959 + jλ5007

jλ4363

=
7.73 exp[(3.29 × 104)/T ]

1 + 4.5 × 10−4(ne/T 1/2)

Temp. measurement from [OIII] lines
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• Izotov & Thuan 1998, 2004

• 45 (89) low metallicity HII regions

• use [OIII] emission lines to determine T

• Peimbert,Peimbert & Ruitz 2000

• HII region NGC 346 in SMC

• use HeI emission line to determine T

• Luridiana et al 2003

• 5 metal poor HII regions

Yp = 0.244 ± 0.002

Yp = 0.2345 ± 0.0026

Yp = 0.239 ± 0.002

Recent  Works

T (HeII) = T (OIII)

T (HeII) < T (OIII)



Izotov, Thuan 2004

– 52 –

Fig. 2.— Linear regressions of the helium mass fraction Y vs. oxygen and nitrogen abun-
dances for a total of 82 H ii regions in 76 blue compact galaxies. In panels a) and b), Y
was derived using the 3 λ4471, λ5876 and λ6678 He i lines, and in panels c) and d), Y was

derived using the 5 λ3889, λ4471, λ5876, λ6678 and λ7065 He i lines.
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Table 6. Maximum Likelihood Linear Regressions

Number of Oxygen Nitrogen
Method H ii Regions Regression σ Regression σ

3 He i linesa,b 45 0.2451±0.0018 + 21±21(O/H) 0.0048 0.2452±0.0012 + 603±372(N/H) 0.0044
3 He i linesb 89 0.2429±0.0009 + 51± 9(O/H) 0.0040 0.2439±0.0008 + 1063±183(N/H) 0.0037
5 He i linesc,d 7 0.2421±0.0021 + 68±22(O/H) 0.0035 0.2446±0.0016 + 1084±442(N/H) 0.0040
5 He i linesc,e 7 0.2444±0.0020 + 61±21(O/H) 0.0040 0.2466±0.0016 + 954±411(N/H) 0.0044

aData are from IT98.
bOnly collisional and fluorescent enhancements are taken into account. We have adopted Te(He ii) = Te(O iii) and

ICF (He) = 1.

cCollisional and fluorescent enhancements of the He i lines, collisional excitation of hydrogen lines, underlying He i stellar
absorption and differences between Te(He ii) and Te(O iii) are taken into account. ICF (He) is set to 1.

dCalculated with EWa(H8 + He i 3889) = 3.0Å, EWa(He i 4471) = 0.4Å, EWa(He i 5876) = 0.3 EWa(He i 4471),
EWa(He i 6678) = EWa(He i 7065) = 0.1 EWa(He i 4471).

eCalculated with EWa(H8 + He i 3889) = 3.0Å, EWa(He i 4471) = 0.5Å, EWa(He i 5876) = 0.3 EWa(He i 4471),
EWa(He i 6678) = EWa(He i 7065) = 0.1 EWa(He i 4471).

Yp = 0.244± 0.002
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dix. In ° 3 we rediscuss the Y determination of NGC 346,
the most luminous H II region in the SMC, carried out in
Paper I. In °° 4È7 we redetermine the He`/H` values for I
Zw 18, NGC 2363, Haro 29, and SBS 0335[052, based on
the observations of Izotov, Thuan, & Lipovetsky 1997 and
Izotov et al. (1999) and on photoionization models for these
objects. These four objects were selected from their sample
based on the following criteria : the two objects with the
lowest heavy-element abundances and the two objects with
the smallest observational errors (A. Peimbert & M. Peim-
bert 2002, in preparation). We derive He`/H`, II),N

e
(He

T (He II), and q(3889) self-consistently based on all the
observed He I line intensities, with the exception of those
strongly a†ected by underlying absorption. By combining
the He`/H` values of these four objects with that of NGC
346, we derive a new in ° 8. The collisional contri-Y

p
(nHc)

bution to the Balmer lines is estimated in ° 9. The discussion
and conclusions are presented in °° 10 and 11.

2. TEMPERATURES

2.1. T (O III) and T (He II) for a Pure O`` Nebula
We Ðrst consider an H II region where the He II, the O III,

and the H II volumes coincide perfectly. If we further assume
that the temperature is constant, we have a very simple
model that gives us a Ðrst approximation to a real nebula.

If we now assume that the H II region has an average
temperature given by

T0 \ / T N
e
N

p
dV

/ N
e
N

p
dV

(2)

and a mean square temperature variation given by

t2 \ / (T [ T0)2N
e
N

p
dV

T 02 / N
e
N

p
dV

, (3)

we Ðnd that the observed T (4363/5007), derived from the
I(4363)/I(5007) ratio, is given by (Peimbert 1967)

T (O III) \ T0
C

1 ]A90,800
T0

[ 3
B t2

2
D

(4)

and that the temperature associated to the He I recombi-
nation lines, which originate in the He II region, is (see
Paper I)

T (He II) \ T0(1 [ 1.4t2) . (5)

This means that the temperature that should be used to
measure the helium abundance is given by

T (He II) \ T (O III)
C

1 [A 90,800
T (O III)

[ 0.2
B t2

2
D

. (6)

In Figure 1 and based on equation (6), we present
T (He II)/T (O III) versus t2 for di†erent values of T (O III).

2.2. T (He II) for a Nebula with O` and O``

We consider now another H II region where the He II

volume coincides with the H II volume, but now oxygen is
present in the form of both O`` and O`, with the O`
weight described by the fraction a :

a \ / N
e
N(O`)dV

/ N
e
N(O`)dV ] / N

e
N(O``)dV

. (7)

FIG. 1.ÈThe ratio III) as a function of III) andT
e
(He II)/T

e
(O T

e
(O

temperature Ñuctuations for the case in which all the O is O``. When O`
is present, higher t2 values are expected, particularly for those objects with
the highest III) values (see Fig. 2). Typical t2 values in H II regions areT

e
(O

in the 0.01È0.04 range.

If the average temperatures in the O II and O III zones are
given by

T02 \ / T N
e
N(O`)dV

/ N
e
N(O`)dV

(8)

and

T03 \ / T N
e
N(O``)dV

/ N
e
N(O``)dV

, (9)

respectively, then the average temperature for the whole
ionized region is equal toT0

T0 \ aT02 ] (1 [ a)T03 ; (10)

the fractional di†erence between and can thus beT03 T0characterized by the parameter b so that

T03
T0

\ 1 ] b , (11)

and the ratio between and isT02 T0
T02
T0

\ 1 [ b
A1 [ a

a
B\ 1 ] b [ b

a . (12)

In the general case when the O II and O III zones are not
of uniform temperature but include temperature Ñuctua-
tions, represented by

t22 \ / (T [ T02)2N
e
N(O`)dV

T 022 / N
e
N(O`)dV

(13)

and

t32 \ / (T [ T03)2N
e
N(O``)dV

T 032 / N
e
N(O``)dV

, (14)

respectively, the mean square temperature Ñuctuation for
the entire H II region, t2, is given by

t2 \ a
AT02 [ T0

T0

B2 ] (1 [ a)
AT03 [ T0

T0

B2

]at22
AT02

T0

B2 ] (1 [ a)t32
AT03

T0

B2
, (15)

average temp

mean square temp 
variation

T (HeII) = T (OIII)

[

1 −

(

90800

T (OIII)
− 0.2

)

t2

2

]

pure OIII nebula

Peimbert, Peinbert, Luridiana (2002)

T0 =

∫
TnenpdV∫
nenpdV

T(HeII)/T(OIII)

t2 =
∫

(T − T0)2nenpdV

T 2
0

∫
nenpdV



• Olive & Skillman 2004

• 7  HII regions of IT98

• use HeI emission lines to determine T

• underlying stellar absorption

• Fukugita, MK 2006

• 33  HII regions of IT04

• use OIII emission line to determine T

• underlying stellar absorption

Recent  Works (cont.)

Yp = 0.249± 0.009

Yp = 0.250± 0.004
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Helium Abundance in HII region

Fukugita,Kawasaki (2006)



Without stellar absorption

Yp = 0.234± 0.004
Fukugita,Kawasaki (2006)
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• Peimbert, Luridiana & Peimbert 2007

• 5  HII regions of IT98

• use HeI emission lines to determine T

• Izotov, Thuan & Stasinska 2007

• 93  HII regions (HeBCD) + 271 HII regions in 
SDSS DR5 

• T(HeII) = (0.95 - 1.0)T(OIII)

• underlying stellar absorption

New Determination of  Yp

Yp = 0.249± 0.009

Use of new computation of HeI emissivity

Yp = 0.2516± 0.0011

Porter, Bauman, Ferland, MacAdam 2006

PBFM



New Emissivity



Izotov, Thuan, Stasinska 2007
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Fig. 9.— Linear regressions of the helium mass fraction Y vs. oxygen and nitrogen abun-

dances for H ii regions from the HeBCD sample. The Y s are derived with the He i emissivities
from Benjamin et al. (1999, 2002). The electron temperature Te(He+) is varied in the range
(0.95 – 1)×Te(O iii). The oxygen abundance is derived adopting Te(O iii) in a) and b) and

Te(He+) in c) and d).

– 48 –

Fig. 10.— Same as in Fig. 9 but Y s are derived with the Porter et al. (2005) He i

emissivities.

Yp = 0.2472± 0.0012 Yp = 0.2516± 0.0011
BBS PBFM



Systematic errors

• He I emissivity

• T(OIII) may be different from T(HeII)

• Underlying HeI stellar absorption

• Collisional excitation of hydrogen emission lines

• HeII and HII regions may not coincident 

 correction factor  ICF (He+ + He2+)



Error Budget
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Table 3. Oxygen, nitrogen and helium abundances for the best solutions with the
Porter et al. (2005) He i emissivities

Objecta O/Hb,d O/Hc,d N/Hb,e N/Hc,e Y EW(Hβ)

CGCG 007-025 (No. 1) 6.0± 0.1 6.0± 0.1 13.5± 0.3 14.0± 0.3 0.2493± 0.0060 270
CGCG 007-025 (No. 2) 5.5± 0.2 6.1± 0.2 12.6± 0.5 13.8± 0.5 0.2511± 0.0069 204
HS 0029+1748 11.3± 0.4 13.3± 0.4 40.0± 1.4 43.5± 1.4 0.2525± 0.0043 149
HS 0111+2115 20.7± 2.8 20.9± 2.8 81.0± 8.7 85.0± 8.7 0.2697± 0.0100 63
HS 0122+0743 4.0± 0.1 4.4± 0.1 9.8± 0.4 11.1± 0.4 0.2536± 0.0055 232

(Abridged. Table with all H II regions will be published in the online edition of ApJ)

aThe first 93 entries are HeBCD H ii regions with names in alphabetical order. The remaining 271 entries
are SDSS H ii regions. Their names are in the format xxxxx-yyyy-zzz, where xxxxx is the middle Julian date
(MJD) of the observation, yyyy is the plate number, and zzz is the fiber number.

bAbundances are calculated adopting Te=Te(O iii).

cAbundance are calculated adopting Te=Te(He+).

dIn units 10−5.

eIn units 10−7.

Table 4. Parameters for the best solution for He mass fraction in Table 3

Objecta Te(O iii) Te(He+) Ne τ(λ3889) ∆Hα/Hα ICF χ2
min

CGCG 007-025 (No. 1) 1.64± 0.02 1.64± 0.04 295+102
−51 0.75+0.16

−0.23 0.0144 0.9957 0.72E+00

CGCG 007-025 (No. 2) 1.65± 0.03 1.57± 0.04 13+96
−2 0.94+0.26

−0.59 0.0001 0.9963 0.21E+01

HS 0029+1748 1.28± 0.02 1.22± 0.03 12+47
−1 1.16+0.24

−0.36 0.0000 0.9959 0.78E+01

HS 0111+2115 1.11± 0.06 1.10± 0.03 459+1
−268 1.15+1.54

−0.59 0.0427 1.0000 0.43E+00

HS 0122+0743 1.76± 0.02 1.68± 0.05 11+66
−0 1.05+0.12

−0.50 0.0003 0.9957 0.29E+01

(Abridged. Table with all H II regions will be published in the online edition of ApJ)

aThe first 93 entries are HeBCD H ii regions with names in alphabetical order. The remaining 271 entries are
SDSS H ii regions. Their names are in the format xxxxx-yyyy-zzz, where xxxxx is the middle Julian date (MJD)
of the observation, yyyy is the plate number, and zzz is the fiber number.

Table 5. Budget of different systematics effects in the Yp determination

Property ∆Yp

He i emissivity ! +1.7%
Te(He+) = (0.95 – 1.0)×Te(O iii) ! −1.0%

Underlying He i stellar absorption ! +3.0%
Collisional excitation of hydrogen emission lines ! +1.0%
ICF (He+ + He2+) ! −1.0%

IT (2007)



Yp  History

WMAP3 prediction



3.  Li7



Li7
• Spite plateau   [Spite & Spite (1987)]

constant Li7 abundance in warmest metal-poor stars

         Primordial abundance of Li 7

T <5700K T >5700K

Bonifacio, Molaro 1997



LP815-43

6708Å line



Recent works
• Bonifacio & Malaro (1997)

• 41 metal-poor stars

• IRFM to determine T

• no dep. on [Fe/H]

• Ryan et al.  (2000)

• 23 metal-poor field stars

• IRFM 

• correlation between Li and  [Fe/H]

log10(
7Li/H)p = −9.762± 0.012(sta)± 0.05(sys)

log10(
7Li/H)p = −9.91± 0.10

T is found by comparison of  infrared 
flux with  bolometric flux



Infrared flux method

• Effective Temperature

• Monochromatic flux

• Infrared wavelength is used because the Planck curve is 
only weakly dependent at infrared wavelength, and hence 
small uncertainty in choice of a model atmosphere

σT 4
eff = F = f(r/R)2

F :  surface flux
f : observed flux
r :  distance to star
R : Radius of star

(r/R)2 = F (λ)/f(λ) f (λ): observed monochromatic flux 
F(λ):  monochromatic surface flux

σT 4
eff = fF (λ)/f(λ) model atmosphere calc.
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TABLE 1

Inferred Primordial Lithium Abundance: Observed (RNB) Abundance is
AA(Li)S!2.8 = 2.12 ! 0.02

Corrections to Apply Logarithmically Value Estimated Uncertainty

(1) GCE/GCR:
Previous analyses (RNB) . . . . . . . . . . . . . . . . . . . . !0.14 to !0.05
Log data fit (eq. [1]) . . . . . . . . . . . . . . . . . . . . . . . . . !0.20 to !0.09
Linear data fit (eq. [2]) . . . . . . . . . . . . . . . . . . . . . . !0.12 to !0.04
Linear data fit (eq. [3]) . . . . . . . . . . . . . . . . . . . . . . !0.16 to !0.05
Model fits (eqs. [2]–[3]) . . . . . . . . . . . . . . . . . . . . . !0.05 to !0.04
Adopted (excludes model) . . . . . . . . . . . . . . . . . . . !0.11"0.07

!0.09

(2) Stellar depletion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . "0.02"0.08
!0.02

(3a) -scale zero point . . . . . . . . . . . . . . . . . . . . . . . . .Teff "0.08 ! 0.08

(3b) One-dimensional atmosphere models . . . . . . "0.00"0.10
!0.00

(3c) Convective treatment . . . . . . . . . . . . . . . . . . . . . . . "0.00"0.08
!0.00

(3d) Non-LTE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . !0.02 ! 0.01
(3e) gf-values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . "0.00 ! 0.04
(4) Anomalous objects . . . . . . . . . . . . . . . . . . . . . . . . . . . "0.00 ! 0.01

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . !0.03"0.19
!0.13

Inferred . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .A(Li )p "2.09"0.19
!0.13

Note.—The weighted mean and 95% CL uncertainty of observed Li abundances for a very
metal-poor sample of halo main-sequence turnoff stars (RNB) with and theA[Fe/H]S = !2.8
corrections required to deduce the primordial value.

Fig. 1.—Contributions to the total predicted lithium abundance from the
adopted GCE model of Fields & Olive (1999a, 1999b), compared with low-
metallicity stars (RNB) and high-metallicity stars (Lambert, Heath, & Ed-
vardsson 1991). The solid curve is the sum of all components.

In the present work, we investigate a fitting form that better
follows Li production by GCE and that simplifies extrapolation
to the primordial value. Li production is proportional to the
cumulative number, , of Type II supernovae, as these areNSN
both GCR accelerators and the site of the n-process (Woosley
et al. 1990) that also produces . At present, it is unclear7Li
whether iron or oxygen provides the better tracer of ; thus,NSN
we will perform fits with both. If the cumulative number of
supernovae is best reflected by iron ( ), then a fit toN ∝ FeSN

linear abundance scales is appropriate:

′ ′Li/H = a " b Fe/Fe . (2),

Here directly measures the primordial abundance, while′ 7a Li
probes GCE. The linear fit parameters are sensitive to sys-′b

tematic Li errors; a change by dex in the log shifts bothD cal

and by a factor . We find ,′ ′ D ′ !10cala b 10 a = (1.0–1.2)# 10
corresponding to and slopes ′A(Li ) = 2.00–2.08 b = (40–p

. If, on the other hand, oxygen (which is more!10180)# 10

difficult to measure than iron) is a better tracer of Type II
supernovae than iron, then , and we expectN ∝ OSN

Li/H = a" bO/O . (3),

Recent observations show , with q =1"qO/O = (Fe/Fe ), ,

!0.31 (Israelian, Garcı́a-López, & Rebolo 1998; Boesgaard et
al. 1999). In this case, the data indicate a = (0.9–1.2)#

and .!10 !1010 b = (9–34)# 10
Four empirical estimates of the logarithmic correction for

the GCE contribution to the mean in the RNB sampleAA(Li)S
appear in Table 1. These are based on the previous analysis of
RNB (using both logarithmic fits and the observed Li/ Li6 7

ratio), logarithmic fits (eq. [1]), and the linear fits (eq. [2]).
The adopted correction is ! in the log and spans the"0.070.11!0.09

range of these four. The correction derived from a theoretical
model, discussed below, is indicated only for comparison. The
adopted correction for GCE is derived in an entirely empirical
way.
The observed Li trend versus metallicity can also be used

to constrain Galactic production mechanisms. Post-BBN
sources of lithium in the oldest (Population II) stars are the
GCR nucleosynthesis of and and the supernova6 7Li Li
n-process (Woosley et al. 1990) that produces and . To7 11Li B
illustrate the expected Li-Fe trend, we have calculated Li
evolution within a simple, one-zone (closed-box) GCE model
(Fields & Olive 1999a, 1999b). The model accounts for the
decrease in the primordial component of due to astration7Li
at high metallicity and for the increase of Li at low metallicities
due to Galactic sources of Li, namely, GCR and stellar nucle-
osynthesis. The GCR model assumes that cosmic rays are ac-
celerated by supernovae; the GCR nucleosynthesis parameters
are set by present cosmic-ray properties and the meteoritic Be
abundance. The stellar nucleosynthesis contribution to Li is the
n-process, which is fixed by its contribution to the meteor-11B
itic abundance. To reproduce the observed O-Fe scaling ac-
curately, we derive Fe from the calculated O evolution via

(with ). With these normalizations,[O/Fe] = q[Fe/H] q = !0.31
the modeled evolution of Be and B fits the available Population
II observations, and the GCE of and are fixed.6 7Li Li
Figure 1 shows the different Li components for the model

log10(
7Li/H) = (−9.95± 0.05) + (0.118± 0.023)[Fe/H]

Ryan et al (2000)



Recent works (cont.)

• Bonifacio et al. (2002)

• 12 stars in metal-poor globular cluster 
NGC6397

• Melendez & Ramirez (2004)

• 41 metal-poor dwarf stars

• new calibration of IRFM

• no correlation between Li and [Fe/H]

log10(
7Li/H)p = −9.66± 0.056 [Fe/H] = −2.03

log10(
7Li/H)p = −9.63± 0.06

higher Li abundance
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TABLE 1

Li Abundances for the Spite Plateau Stars

Star
Teff
(K)

log g
(cm s!2)

[Fe/H]
(dex)

Wl

(m )Å
ALi
(dex)

BD "00!2058 . . . . . . . 6092 4.19 !1.16 41.9 2.49
BD "02!3375 . . . . . . . 6124 3.97 !2.29 32.5 2.34
BD "03!0740 . . . . . . . 6443 3.76 !2.68 19.5 2.31
BD "09!0352 . . . . . . . 6075 4.38 !2.03 34.0 2.34
BD "09!2190 . . . . . . . 6487 4.11 !2.05 17.3 2.28
BD "17!4708 . . . . . . . 6154 3.93 !1.64 25.8 2.28
BD "20!3603 . . . . . . . 6248 4.15 !2.12 26.2 2.32
BD "24!1676 . . . . . . . 6510 3.91 !2.32 25.3 2.46
BD "26!2606 . . . . . . . 6157 4.20 !2.37 30.5 2.33
BD "28!2137 . . . . . . . 6229 3.50 !2.20 27.2 2.33
BD "34!2476 . . . . . . . 6433 3.92 !2.10 22.6 2.37
BD "42!2667 . . . . . . . 6086 4.13 !1.51 30.6 2.32
BD "59!2723 . . . . . . . 6121 4.00 !1.83 30.5 2.33
BD "71!0031 . . . . . . . 6331 4.05 !1.96 31.0 2.44
BD !04!3208 . . . . . . . 6404 3.77 !2.36 25.4 2.40
BD !10!0388 . . . . . . . 6240 3.61 !2.37 27.0 2.33
BD !13!3442 . . . . . . . 6484 3.98 !2.87 20.5 2.35
CD !24!17504 . . . . . . 6507 4.12 !3.36 18.6 2.31
CD !30!18140 . . . . . . 6336 4.08 !1.95 30.3 2.44
CD !33!01173 . . . . . . 6674 4.19 !2.99 16.3 2.35
CD !71!01234 . . . . . . 6375 4.43 !2.35 26.0 2.38
G059-024 . . . . . . . . . . . . 6191 4.36 !2.38 36.0 2.42
G064-012 . . . . . . . . . . . . 6682 4.10 !3.31 23.4 2.53
G064-037 . . . . . . . . . . . . 6775 4.05 !3.13 15.6 2.39
G075-031 . . . . . . . . . . . . 6036 4.07 !1.04 48.0 2.54
G192-043 . . . . . . . . . . . . 6184 4.30 !1.61 34.5 2.42
G201-005 . . . . . . . . . . . . 6370 3.79 !2.51 25.0 2.37
G206-034 . . . . . . . . . . . . 6310 4.18 !2.53 27.2 2.37
HD 016031 . . . . . . . . . . 6216 4.07 !1.82 27.0 2.33
HD 074000 . . . . . . . . . . 6392 4.27 !1.96 23.9 2.36
HD 084937 . . . . . . . . . . 6345 3.96 !2.13 24.8 2.35
HD 102200 . . . . . . . . . . 6104 4.14 !1.21 32.8 2.38
HD 108177 . . . . . . . . . . 6099 4.30 !1.64 31.4 2.33
HD 160617 . . . . . . . . . . 6099 3.68 !1.79 40.0 2.43
HD 166913 . . . . . . . . . . 6096 4.08 !1.58 37.0 2.40
HD 181743 . . . . . . . . . . 6038 4.47 !1.81 38.0 2.38
HD 218502 . . . . . . . . . . 6222 3.94 !1.79 27.1 2.34
HD 284248 . . . . . . . . . . 6133 4.21 !1.61 29.9 2.33
HD 338529 . . . . . . . . . . 6504 3.90 !2.27 23.9 2.43
LP 0056!0075 . . . . . . 6197 4.36 !2.67 25.5 2.27
LP 0831!0070 . . . . . . 6521 4.23 !3.07 23.8 2.42

Fig. 1.—Top panel: of the Spite plateau stars ( K) as a functionA T 1 6000Li eff

of [Fe/H]. The dotted line indicates the mean Li abundance of the plateau
stars, and the solid line represents the lower limit imposed by the WMAP
constraint. The error bars are the predicted error, jpred (p0.05 dex), and 3 jpred
(p0.15 dex). Bottom panel: ALi as a function of for stars withT [Fe/H] ≤eff

(filled triangles) and (open triangles). The star (HD!1.5 [Fe/H] 1 !1.5
106038) with the highest Li abundance (open triangle inside the open circle)
is a star with peculiar abundances (Nissen & Schuster 1997).

Fig. 2.—Temperatures obtained in this work minus the temperatures from
R01 (for stars in common with the present sample) as a function of the me-
tallicities adopted in the present work. Filled circles: plateau stars (T 1eff

K); open circles: stars with K.6000 T ! 6000eff

ploying very accurate temperatures based on the IRFM and
their photometric calibrations. RM04b and RM04c have shown
that the IRFM scale is in almost perfect agreement (at theTeff
10 K level) with interferometric measurements of dwarfs and
giants with . Provided that the plateau is truly[Fe/H] 1 !0.6
primordial, the constancy of the Li abundance in our plateau
stars indicates that our IRFM scale is also highly reliableTeff
when we approach low metallicities, and this would be con-
sistent with the small dependence of the IRFM on the detailed
assumptions of model atmospheres.
Although the Li abundances derived in this work have very

small internal errors, systematic errors dominate the absolute
abundances. For example, the use of Kurucz models with no
overshooting (NOVER; Castelli et al. 1997) results in smaller
ALi by about 0.08 dex. Note that the Kurucz solar overshooting
model reproduces more solar observables than the NOVER
model (Castelli et al. 1997). Interestingly, the syn-(R! I)C
thetic colors computed from overshooting models are in better
agreement with the IRFM scale than colors computedTeff
with NOVER models, at least for solar metallicity dwarfs
( ; Meléndez & Ramı́rez 2003) and gi-6000 K ! T ! 6800 Keff

ants ( ; Ramı́rez & Meléndez 2004a).4000 K ! T ! 6300 Keff

The mean Li abundance obtained for the plateau stars,

dex, is considerably higher than the primordial LiA p 2.37Li

abundance proposed by R01 ( dex). As shown inA ≈ 2.0–2.1Li

Figure 2, the reason for this is the lower temperatures adopted
by R01. The temperature difference (between our and thoseTeff
adopted by R01) is metallicity dependent, and at very low
metallicities the adopted by R01 is about([Fe/H] ! !3) Teff
400 K lower than ours. When the temperatures adopted by R01
are used, we also find a trend of Li abundance with metallicity.
If we use the same (and ) as those employed by R01,T Weff l

dex is found for stars with K andAA S p 2.13 T 1 6000Li eff

, whereas R01 found dex for the[Fe/H] ! !3 AA S p 2.07Li

same stars (the small difference is due to the different model
atmospheres adopted). Note that when the Magain (1987) cal-
ibration is used in its validity range ( K,T ! 6000 [Fe/H] 1eff

), the agreement with our scale is satisfactory (Fig. 2,!2 Teff

Melendez & Ramirez  (2000)

WMAP lower limit
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Fig.A.1. Example of fits to the Hα line of the star BS 16023-043. The best-fit profile corresponds to Teff = 6364 K. The other

two profiles shown correspond to Teff ±200 K of this value. The narrow absorption features are H2O telluric lines.

The comparison of the metallicities scale requires more effort and was therefore done only for LP 815-43.We used the spectra

in Table A.1 to measure the equivalent widths of the Fe  and Fe  lines that have been used for all of our programme stars. These

have been used, together with our model atmospheres with the Teff = 6400, as input to the turbospectrum code to determine

the abundances. The surface gravity and microturbulent velocity were iteratively adjusted to attain iron ionization equilibrium

and independence of abundance from equivalent width. Our final parameters for this star are [Fe/H]=-2.94 log g = 3.90 and

ξ = 1.61 km s−1 . The line by line results are given in Table A.2. We note that our gravity is consistent, within errors with the

gravity of A06 (log g = 4.17), which is derived from Strömgren photometry for this star and therefore has an error of ∼ 0.25dex,

like our own. We therefore conclude that the A06 metallicity scale over-estimates [Fe/H] by 0.2 dex and apply this rigid shift to

all of his data.

Recent works (cont.)
• Asplund et al. (2005)

• 24 metal-poor halo dwarfs

• Hα line profile to determine T

• correlation between Li and [Fe/H]

• Bonifacio et al (2006)

• 19 metal-poor dwarf stars

• Hα line profile to determine T

• no correlation between Li and [Fe/H]

log10(
7Li/H)p = −9.90± 0.09

log10(
7Li/H)p = −9.90± 0.06

Teff = 6364K(±200)



Asplund et al (2005)

log10(
7Li/H) = (−9.59± 0.02) + (0.103± 0.010)[Fe/H]
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Fig. 2. Derived Li abundances, corrected for standard deple-

tion and NLTE effects, vs. [Fe/H]. The open symbols indicate

the cool subgiant BS 16076-006 and the two giants/HB stars

of similar Teff , CS 22896-154 and BS 16467-062 (Cayrel et al.

2004); the observed A(Li) and the value corrected for standard

depletion for BS 16076-006 are connected by an arrow; the as-

terisk is CS 29527-015, which is a double-lined spectroscopic

binary.

velocity A- and F-type stars by Glaspey, Pritchet, & Stetson

(1994) clearly indicates that Li is strongly depleted in all Blue

Straggler stars; Ryan et al. (2001; 2002) explain these deple-

tions as the result of mass-transfer from a former companion.

In the remaining sample, BS 16076-006 turned out to be

a cool subgiant; its Li abundance is A(Li)=1.13, considerably

lower than in the other stars where detectable Li was expected.

We interpret this as an effect of dilution, as predicted by stan-

dard models. It is interesting to note that an order of magnitude

of the effect in subgiants may be estimated from the Li deple-

tion isochrones of Deliyannis, Demarque, & Kawaler (1990).

Once corrected for this depletion, as well as for expected NLTE

effects, the pristine value of Li in this subgiant is A(Li) = 2.43

(see Fig. 2), which is above the range spanned by the Li abun-

dances in the TO stars. From the paper of Ryan & Deliyannis

(1998), an independent evaluation of the dilution of Li in

halo subgiants may be also found; it leads to a similar result.

However, note that the error on the depletion corrections for

subgiants and giants are probably larger than those for dwarfs.

Therefore the above value should be used with some caution.

From spectra taken over several runs, we find CS 29527-

015 to be a double-lined spectroscopic binary (SB2). On our

spectra, the measured EW of the Li doublet varies from 1.0 pm

to 1.8 pm, far more than our expected observational error. This

presumably reconciles the non-detection of Li in this star by

Thorburn (1994) and Norris et al. (1997) with the Li detection

by Spite et al. (2000); continuum light from the companion star

could easily fill in the weak Li doublet (see the analysis of the

SB2 CS 22876-032 by Norris et al. 2000).

5.1. Dispersion in the plateau

After removing the two stars discussed above, the sample of TO

stars we can use to probe the Spite plateau comprises 17 stars.

The straight mean A(Li) of the sample is A(Li) = 2.11 ± 0.094

(s.d.). The error budget is totally dominated by the error on

Teff and totals about 0.09 dex, even if we adopt an error of

0.1pm for the EW of the Li doublet, thus leaving no room

for any intrinsic scatter in the plateau. Of course, this relies

on our estimate of the error on Teff; if the true errors on Teff are

smaller, a small amount of intrinsic scatter in A(Li) cannot be

completely ruled out.

In their analysis of the Spite plateau, Bonifacio & Molaro

(1997) corrected the measured Li abundances for the effects of

both standard depletion and NLTE. Similarly corrected values

for our present sample are listed in Col. 9 of Table 1. Both ef-

fects are rather small, due to the high effective temperatures

of our TO stars. With the corrections, the mean A(Li) lowers

slightly to A(Li) = 2.10, but there is hardly any change in stan-

dard deviation (0.087 dex vs. 0.094 dex). Thus, the statistical

properties of the sample change very little whether we con-

sider the measured A(Li) or the “corrected” A(Li). The fol-

lowing discussion refers throughout to the “corrected” A(Li),

which we simply call A(Li). It is suggestive that the dispersion

is slightly reduced when the NLTE and depletion corrections

are included, which suggests that those corrections are not far

from the truth.

5.2. The A(Li)–[Fe/H] plane

Figure 2 shows A(Li) versus [Fe/H] for our final sample of 17

stars. At first glance, a slope of A(Li) with [Fe/H] seems to

exist. However, Kendall’s τ test yields a probability of correla-

tion between these variables of 87%; usually, correlations with

a probability of less than 95% are not considered real. For ex-

ample, if we remove CS 31061-032 (the most metal-rich star)

from the sample and recalculate the statistic, the correlation

probability drops to 66%.

Table 2 shows the results of several parametric fits to

the data, including the BCES algorithm (Akritas & Bershady

1996), a least-squares fit with errors in the dependent variable

only (fitxy, Press et al. 1992), and a least-squares algorithm

with errors in both variables (fitexy, Press et al. 1992). The

BCES and fitexy fits formally indicate a possible slope, but

only at slightly more than 3σ significance, confirming the neg-

ative result of the non-parametric test discussed above. It is

interesting to note that a simulation of 10000 bootstrap sam-

ples, extracted from the real data set, fitted with BCES, pro-

Bonifacio et al (2006)
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TABLE 1

Li Abundances for the Spite Plateau Stars

Star
Teff
(K)

log g
(cm s!2)

[Fe/H]
(dex)

Wl

(m )Å
ALi
(dex)

BD "00!2058 . . . . . . . 6092 4.19 !1.16 41.9 2.49
BD "02!3375 . . . . . . . 6124 3.97 !2.29 32.5 2.34
BD "03!0740 . . . . . . . 6443 3.76 !2.68 19.5 2.31
BD "09!0352 . . . . . . . 6075 4.38 !2.03 34.0 2.34
BD "09!2190 . . . . . . . 6487 4.11 !2.05 17.3 2.28
BD "17!4708 . . . . . . . 6154 3.93 !1.64 25.8 2.28
BD "20!3603 . . . . . . . 6248 4.15 !2.12 26.2 2.32
BD "24!1676 . . . . . . . 6510 3.91 !2.32 25.3 2.46
BD "26!2606 . . . . . . . 6157 4.20 !2.37 30.5 2.33
BD "28!2137 . . . . . . . 6229 3.50 !2.20 27.2 2.33
BD "34!2476 . . . . . . . 6433 3.92 !2.10 22.6 2.37
BD "42!2667 . . . . . . . 6086 4.13 !1.51 30.6 2.32
BD "59!2723 . . . . . . . 6121 4.00 !1.83 30.5 2.33
BD "71!0031 . . . . . . . 6331 4.05 !1.96 31.0 2.44
BD !04!3208 . . . . . . . 6404 3.77 !2.36 25.4 2.40
BD !10!0388 . . . . . . . 6240 3.61 !2.37 27.0 2.33
BD !13!3442 . . . . . . . 6484 3.98 !2.87 20.5 2.35
CD !24!17504 . . . . . . 6507 4.12 !3.36 18.6 2.31
CD !30!18140 . . . . . . 6336 4.08 !1.95 30.3 2.44
CD !33!01173 . . . . . . 6674 4.19 !2.99 16.3 2.35
CD !71!01234 . . . . . . 6375 4.43 !2.35 26.0 2.38
G059-024 . . . . . . . . . . . . 6191 4.36 !2.38 36.0 2.42
G064-012 . . . . . . . . . . . . 6682 4.10 !3.31 23.4 2.53
G064-037 . . . . . . . . . . . . 6775 4.05 !3.13 15.6 2.39
G075-031 . . . . . . . . . . . . 6036 4.07 !1.04 48.0 2.54
G192-043 . . . . . . . . . . . . 6184 4.30 !1.61 34.5 2.42
G201-005 . . . . . . . . . . . . 6370 3.79 !2.51 25.0 2.37
G206-034 . . . . . . . . . . . . 6310 4.18 !2.53 27.2 2.37
HD 016031 . . . . . . . . . . 6216 4.07 !1.82 27.0 2.33
HD 074000 . . . . . . . . . . 6392 4.27 !1.96 23.9 2.36
HD 084937 . . . . . . . . . . 6345 3.96 !2.13 24.8 2.35
HD 102200 . . . . . . . . . . 6104 4.14 !1.21 32.8 2.38
HD 108177 . . . . . . . . . . 6099 4.30 !1.64 31.4 2.33
HD 160617 . . . . . . . . . . 6099 3.68 !1.79 40.0 2.43
HD 166913 . . . . . . . . . . 6096 4.08 !1.58 37.0 2.40
HD 181743 . . . . . . . . . . 6038 4.47 !1.81 38.0 2.38
HD 218502 . . . . . . . . . . 6222 3.94 !1.79 27.1 2.34
HD 284248 . . . . . . . . . . 6133 4.21 !1.61 29.9 2.33
HD 338529 . . . . . . . . . . 6504 3.90 !2.27 23.9 2.43
LP 0056!0075 . . . . . . 6197 4.36 !2.67 25.5 2.27
LP 0831!0070 . . . . . . 6521 4.23 !3.07 23.8 2.42

Fig. 1.—Top panel: of the Spite plateau stars ( K) as a functionA T 1 6000Li eff

of [Fe/H]. The dotted line indicates the mean Li abundance of the plateau
stars, and the solid line represents the lower limit imposed by the WMAP
constraint. The error bars are the predicted error, jpred (p0.05 dex), and 3 jpred
(p0.15 dex). Bottom panel: ALi as a function of for stars withT [Fe/H] ≤eff

(filled triangles) and (open triangles). The star (HD!1.5 [Fe/H] 1 !1.5
106038) with the highest Li abundance (open triangle inside the open circle)
is a star with peculiar abundances (Nissen & Schuster 1997).

Fig. 2.—Temperatures obtained in this work minus the temperatures from
R01 (for stars in common with the present sample) as a function of the me-
tallicities adopted in the present work. Filled circles: plateau stars (T 1eff

K); open circles: stars with K.6000 T ! 6000eff

ploying very accurate temperatures based on the IRFM and
their photometric calibrations. RM04b and RM04c have shown
that the IRFM scale is in almost perfect agreement (at theTeff
10 K level) with interferometric measurements of dwarfs and
giants with . Provided that the plateau is truly[Fe/H] 1 !0.6
primordial, the constancy of the Li abundance in our plateau
stars indicates that our IRFM scale is also highly reliableTeff
when we approach low metallicities, and this would be con-
sistent with the small dependence of the IRFM on the detailed
assumptions of model atmospheres.
Although the Li abundances derived in this work have very

small internal errors, systematic errors dominate the absolute
abundances. For example, the use of Kurucz models with no
overshooting (NOVER; Castelli et al. 1997) results in smaller
ALi by about 0.08 dex. Note that the Kurucz solar overshooting
model reproduces more solar observables than the NOVER
model (Castelli et al. 1997). Interestingly, the syn-(R! I)C
thetic colors computed from overshooting models are in better
agreement with the IRFM scale than colors computedTeff
with NOVER models, at least for solar metallicity dwarfs
( ; Meléndez & Ramı́rez 2003) and gi-6000 K ! T ! 6800 Keff

ants ( ; Ramı́rez & Meléndez 2004a).4000 K ! T ! 6300 Keff

The mean Li abundance obtained for the plateau stars,

dex, is considerably higher than the primordial LiA p 2.37Li

abundance proposed by R01 ( dex). As shown inA ≈ 2.0–2.1Li

Figure 2, the reason for this is the lower temperatures adopted
by R01. The temperature difference (between our and thoseTeff
adopted by R01) is metallicity dependent, and at very low
metallicities the adopted by R01 is about([Fe/H] ! !3) Teff
400 K lower than ours. When the temperatures adopted by R01
are used, we also find a trend of Li abundance with metallicity.
If we use the same (and ) as those employed by R01,T Weff l

dex is found for stars with K andAA S p 2.13 T 1 6000Li eff

, whereas R01 found dex for the[Fe/H] ! !3 AA S p 2.07Li

same stars (the small difference is due to the different model
atmospheres adopted). Note that when the Magain (1987) cal-
ibration is used in its validity range ( K,T ! 6000 [Fe/H] 1eff

), the agreement with our scale is satisfactory (Fig. 2,!2 Teff

Effect of different temperature scalesP. Bonifacio et al.: First stars. VII. 857

Bonifacio et al. (2000b) noted that an offset of 0.01 mag ex-
ists between their calibration and the reddening derived from
the Schlegel et al. (1998) maps. In this case the offset appears
considerably larger; however, the dispersion is compatible with
the expected accuracy of each method, which is ∼0.02 mag for
the maps and 0.03 mag for the calibration. Using these two val-
ues for the reddening, we derive effective temperatures from the
Alonso et al. (1996) calibrations for all four colours. The Alonso
et al. (1996) calibration for V−K is given in the Johnson system;
we therefore used the transformation given in Cutri et al. (2003)
to transform the 2MASS K magnitude to the Bessell & Brett
(1988) homogenized system. The J−H and J−K calibrations are
given for the TCS system; since a direct transformation 2MASS
to TCS is not available, we performed a two-step calibration:
2MASS to CIT using the transformation of Cutri et al. (2003),
and then CIT to TCS using the transformation of Alonso et al.
(1994). For B−V we determined Teff using both the Alonso et al.
(1996) calibration and the theoretical colours of VandenBerg &
Clem (2003).

The IRFM Teff scale has been recently revised by Ramírez
& Meléndez (2005), who added a few metal-poor stars to the
original sample of calibrators of Alonso et al. (1996), and com-
puted new polynomial fits. We also considered the V−K calibra-
tion of Ramírez & Meléndez (2005); in this case the calibration
is performed assuming V in the Johnson system and K in the
2MASS system. Figure 4 shows a comparison of some of the
colour-based effective temperatures with those derived from Hα.
The plot suggests that offsets exist among the temperatures de-
rived from different colours, for any chosen E(B−V), as well as
with respect to the Hα temperature. For some choices the colour-
based Teff and the Hα temperature appear in good agreement;
this is the case for both the V − K temperature with the Schlegel
et al. (1998) reddenings and the Teff obtained from B − V with
the VandenBerg & Clem (2003) colours and the Bonifacio et al.
(2000b) reddening corrections.

We wish to look more closely at the V − K calibrations of
Alonso et al. (1996) and Ramírez & Meléndez (2005). For this
purpose, from the sample of 17 stars we exclude BS 16968-061,
which has no 2MASS photometry, and BS 17570-063, which
lacks some of the spectral information needed by the Bonifacio
et al. (2000b) calibration. With the Bonifacio et al. (2000b) red-
denings, we note that both the Alonso et al. (1996) and the
Ramírez & Meléndez (2005) calibrations provide higher tem-
peratures than those estimated from Hα, Ramírez & Meléndez
(2005) being by far the hottest. Furthermore, the differences are
larger for the more metal-poor stars, as clearly seen in Fig. 5.

On the other hand, when the reddening based on the Schlegel
et al. (1998) maps is adopted, there appears to be no trend with
metallicity. In this case the mean difference T(V−K)A96

− THα is
only 7.5 K with a standard deviation of 100 K, as compared to a
mean difference T(V−K)RM05

−THα of 265 K, with a standard devi-
ation of 122 K. None of the above discussed residuals shows any
trend with Teff . We conclude that the IRFM-based temperatures
derived from the Alonso et al. (1996) calibration are in good
agreement with the Hα temperatures, even for these extremely
low metallicities, in keeping with what is found at higher metal-
licities (Gratton et al. 2001; Barklem et al. 2002). On the other
hand, the temperatures derived from the Ramírez & Meléndez
(2005) calibration are considerably higher and essentially in-
compatible with the Hα temperatures. These discrepancies sug-
gest that a systematic error in the adopted temperature scale of
the order of 200 K is still possible.

To illustrate the effects of different temperature scales on the
Spite plateau, Fig. 6 compares A(Li) as derived with the Hα

Fig. 6. Effect of different temperature scales on the Spite plateau. Filled
circles: Hα scale; open circles: V −K with reddening from the Schlegel
et al. (1998) maps; open triangles: V − K with reddening from the
Bonifacio et al. (2000b) calibration; asterisks: B − V from VandenBerg
& Clem (2003) and reddening from the Schlegel et al. (1998) maps.

temperatures with that derived using three other Teff scales. The
comparison is slightly inconsistent, since we did not recompute
[Fe/H] with the different Teff scales, only A(Li). However, we
believe this is sufficient to illustrate the general trends. Figure 6
shows that, although the V − K temperatures (with the Schlegel
et al. (1998) reddening) and the Hα temperature (which should
not be affected by reddening) appear to be on the same scale, the
Spite plateau has a very different appearance in the two cases.
With the Hα-based temperatures there is (weak) evidence for a
slope in A(Li) vs. [Fe/H]; when using the V − K temperatures
there is no evidence for a slope (but the scatter in A(Li) is larger
in this case). The most extreme situation is when we adopt the
Ramírez & Meléndez (2005) V − K calibration and the redden-
ings from the Bonifacio et al. (2000b) calibration – not only is
there no slope (probability of correlation of 2%), but two stars
have A(Li) ∼ 2.6, and one star would be assigned essentially a
meteoritic Li abundance. This is a consequence of the fact that
in this case the temperature difference with respect to the Hα
scale is larger at lower metallicities. This trend may be totally
spurious, and arise from the fact that we are extrapolating the
Bonifacio et al. (2000b) calibration beyond its range of validity.

We note here that our Hα temperatures yield an excitation
equilibrium for iron, i.e., no detectable abundance trend with
excitation potential, for most of our stars (13 out of 19). For
those in which a mild slope was found (at most 0.06 dex/eV), it
could be removed by adopting a slightly cooler Teff, by 100 K
in the worst cases. In contrast, with the high Teff derived from
the Ramírez & Meléndez (2005) calibration, no iron-excitation
equilibrium is achieved; remaining slopes are of the order of
0.15 dex/eV. Furthermore, achieving iron-ionization equilibrium
in such cases would require substantially larger surface gravities,
as large as log g = 5.5 in some cases, which is very unlikely in
TO stars. We conclude that the Alonso et al. (1996) calibration
is in good agreement with both Hα temperatures and iron exci-
tation temperatures.

5.5. Comparison with the results of Asplund et al.

In a recent paper Asplund et al. (2006, hereafter A06) measured
both 6Li and 7Li from UVES spectra for a sample of 24 metal-
poor stars. To investigate 6Li, which has a very small isotopic
separation from 7Li, the S/N ratios of their spectra had to be

Bonifacio et al (2006)

Melendez & Ramirez  
(2000)



Lithium Problem

• WMAP Prediction

• Observation

• Dpletion ?

rotational mixing           at most  D  = 0.3 dex

log10(
7Li/H)p = −9.35± 0.10

log10(
7Li/H)p = −9.90± 0.10

large discrepancy

Pinsonneault et al (2002)
7



Rotational mixing and Li7 abundance

• Rotation induces mixing in 
the radiative interiors of 
stars, leading to surface Li 
depletion during main-
sequence phase

• Ryan, Norris & Beers (1999) 
sample is fully consistent 
with mild rotational mixing 
induced depletion

(or lack thereof) of modest depletion factors with the data.
The basic issue is simply that the expected number of out-
liers in the rotational mixing models is small for a sample of
23 stars, which makes the conclusions subject to Poisson
noise.

As an illustration, consider the different distributions in
Figure 1. The tail of the observed distribution up to an
abundance of 2.0 corresponds to three overdepleted stars; it
is clearly inconsistent with the expectation from observatio-
nal errors, since abundances this low are formally three ! or
more below themedian and therefore very unlikely in a sam-
ple of 23 stars. The highest depletion case predicts more
stars more than 0.1 dex below the median (7) than are
observed (3). However, the sample is so small that the spe-
cific statistical conclusions depend sensitively on where the
threshold for defining an outlier is defined. If the threshold
is defined at 2.01 (just above two of the three overdepleted
stars), then the expected fraction of outliers relative to the
data is minimized and there is a 45% chance of drawing the
observed number of stars relative to the s0 case and less than
a 0.1% probability of seeing as many as three outliers from
observational errors alone.

However, there is a gap in the sample between abundan-
ces of 2.00 and 2.06; if an outlier is defined as being at or
below 2.05 the expected outlier fraction is increased and the
observed outlier fraction is the same. In this case there is a
10.6% chance of drawing the data from the minimally
depleted s0 distribution and an 11.4% chance of seeing as
many as three outliers from observational errors. Similar
fluctuations arise from excluding the one upper limit from
the sample or clipping the tail of the theoretical distribution.
We therefore consider a range of probabilities from the
most stringent (counting all stars more than 0.06 dex below
the median as outliers) to the least stringent (counting all
stars more than 0.10 dex below the median as outliers).

The numbers in parenthesis after the listed fractional
probabilities in the second and third columns of Table 1 are
the expected number of outliers if we set the threshold for
defining one at less than 2.01 or less than 2.06, respectively.
The actual number of outliers is three below 2.01 or below
2.06, e.g., there are no stars between 2.00 and 2.06. The
probabilities for the Gaussian are for having three or more
outliers; the probabilities for the other three cases are for
having three or fewer outliers. Because of sparse sampling
there is a range of possibilities for defining what is an out-
lier. The closer the cut is to the median, the larger the num-
ber of expected outliers; this favors the no-depletion case
because there are more outliers than expected, but disfavors
the stellar depletion case because there are fewer outliers
than expected.

The RNB sample includes one star with very low lithium,
and it is reasonable to ask how much this affects the statisti-
cal conclusions. If we exclude the one upper limit (G186-
26), the minimum/maximum probabilities for the s0 case
drop to 5.5% and 24.8%, respectively, for two outliers out of
22 stars. Therefore, even if this star is excluded, models with
rotational mixing are consistent with the data.

Ryan et al. (2001) have argued that the rare ultra–lith-
ium-depleted stars are binary merger products and that they
should therefore be excluded from samples of this type. In
support of this they note that there is a large difference in
abundance between the ultradepleted stars (of order 5%)
and others and that the fraction of overdepleted stars is very
high in intermediate metal abundance stars that are hot
enough to be plausible blue straggler candidates. By exten-
sion, they argue that some binary mergers could be below
the main-sequence turnoff—e.g., produced by the same
physical mechanism even though they do not technically
qualify as blue stragglers.

We first note that Ryan et al. (2001) do not establish a
causal link between high lithium depletion and binary
merger products; in fact, the authors argue that excess lith-
ium depletion may be the sole indicator of such processes.
As noted by Ryan et al., there are few empirical constraints

 

Fig. 1.—Cumulative observed distribution of RNB is compared with the
distributions expected from Gaussian errors with ! ¼ 0:035 dex (short-
dashed line) and the s0 (medium-dashed line), s0.3 (dot-dashed line), and s1
(long-dashed line) distributions from PWSN convolved with the same error.
The zero point of the theoretical distributions is set by anchoring the
median depletion factors of 0.18, 0.32, and 0.50 dex, respectively, at the
sample median of 2.11.

TABLE 1

Outlier Tests, No Evolution

Probability

Case logðLi/Li0) <2.01 <2.06

Gaussian....... 0.00 0.00005 (0.02) 0.114 (1.0)
s0 .................. #0.18 0.45 (3.7) 0.11 (5.5)
s0.3 ............... #0.32 0.15 (5.1) 0.034 (7.4)
s1 .................. #0.50 0.05 (6.9) 0.014 (8.3)

No. 1, 2002 STELLAR MIXING AND PRIMORDIAL LITHIUM 401

Pinsonneault et al (2002)

D7 = 0.18 dex  (s0)
      = 0.32 dex (s0.3)
      = 0.50 dex (s1)

D7 = 0.2± 0.1



4.  Li6



Li6

• Asplund et al (2005)

• Li6 was detected in 9 out of 24 metal-poor halo dwarfs

• Detection of Li6 in very metal-poor star LP 815-43

6Li/7Li = 0.046± 0.022 [Fe/H] = −2.74

This Li6 abundance may be primordial



Detection of Li6

Asplund et al (2005)

LP815-43



Detection of Li6

Asplund et al (2005)

significant detection
> 2σ

LP815-43



Li6

• Asplund et al (2005)

• Li6 was detected in 9 out of 24 metal-poor halo dwarfs

• Detection of Li6 in very metal-poor star LP 815-43

• SBBN prediction 

  

• Depletion ?

6Li/7Li = 0.046± 0.022 [Fe/H] = −2.74

This Li6 abundance may be primordial

6Li/7Li ! 3× 10−5

D6 ! 2.5D7

log10(
6Li/7Li)p = 1.5D7 + log10(

6Li/7Li)obs



Chemical evolution model 

• spallation process ( p + O, C, N )

• α-α fusion reactions



5.  D



D
• Absorption lines in Damped Lyα systems along 

sight lines of QSOs

• Burles & Tytler (1998) 

PKS 1937-1009 (z=3.572)

Q 1009+299     (z=2.504)

• O’Meara et al (2001)

HS 0105+1619   (z=2.536)

• Kirkman et al (2003)

Q 1243+3047     (z=2.252)

• O’Meara et al (2006)

SDSS1558-0031  (z=2.702)

• Pettini & Bowen (2001)

Q 2206-199        (z=2.076)

D/H = (3.25± 0.3)× 10−5

D/H = 3.98+0.59
−0.67 × 10−5

D/H = (2.54± 0.23)× 10−5

D/H = 2.42+0.35
−0.25 × 10−5

D/H = (1.65± 0.35)× 10−5

D/H = 2.88+0.49
−0.43 × 10−5



D absorption in QSO spectrum
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D/H vs N
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D/H vs NHI

However, a single value for D/H is still not supported
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D/H vs NHI

However, a single value for D/H is still not supported
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Conclusion  

• 元素合成の理論と観測はよく合っているいる
が、より精密な定量的比較を行うにはもっと
系統誤差の理解が必要　

• 宇宙のバリオン密度を精度良く決める役割は
CMBにとられた

• しかし、現在でも宇宙の最も初期を探ること
のできる重要なプローブである

Nν

constraints on exotic particles
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New Emissivity



f(3889) = 1 + (τ/2)
[

−0.106 + (5.14 × 10−5
− 4.20 × 10−7ne + 1.97 × 10−10n2

e
)T )

]

f(4026) = 1 + (τ/2)
[

0.00143 + (4.05 × 10−4 + 3.63 × 10−8ne)T )
]

f(4471) = 1 + (τ/2)
[

0.00274 + (8.81 × 10−4
− 1.21 × 10−6ne)T )

]

f(5876) = 1 + (τ/2)
[

0.00470 + (2.23 × 10−3
− 2.51 × 10−6ne)T )

]

f(6678) = 1

f(7065) = 1 + (τ/2)
[

0.359 + (−3.46 × 10−2
− 1.84 × 10−4ne + 3.039 × 10−7n2

e
)T )

]

τ = τ3889 = n(23
S)σ3889RS

n(23
S) :density of HeI in the metastable state

RS :Stromgren radius

Optical depth functions



D/H in a new Lyman limit absorption system at z = 3.256 towards PKS1937-1009 11

Figure 9. D/H measurements as a function of logN(H i) in the
absorber where the measurement was made. The filled circle is
the D/H value from this paper. The hashed region is the CMB +
standard BBN prediction for D/H from Coc et al. (2004). Refer-
ences for the other D/H measurements are given in section 4.

tion is present, so the D i parameters are less certain than
in other systems. As in our paper, the authors assume a
constant D/H across the entire absorption complex. D/H
= (4.0+0.6

−0.7) × 10−5.

4.3 z = 2.536 towards HS0105+1619

O’Meara et al. (2001) analysed this system and found that
b(H i) is very small (∼ 14 kms−1), meaning that each D i line
is clearly separated from the nearby H i absorption. Conse-
quently b(D i) and N(D i) can be measured independently of
the H i absorption parameters. log N(H i) = 19.422 ± 0.009
is determined by the damping wings in the Lyα line, and D i

is seen in five transitions. A relatively precise D/H can be
derived: D/H = (2.54 ± 0.23) × 10−5.

4.4 z = 2.076 towards QSO 2206-199

Pettini & Bowen (2001) find a very low b(H i) (∼ 14 kms−1)
and an extremely simple velocity structure (apparently a
single H i component). This allows a D/H measurement de-
spite the relatively low S/N of their HST spectra. Two Ly-
man transitions can be used to constrain N(D i). log N(H i)
= 20.436 ± 0.008 is measured using the damping wings of
the H i Lyα line. D/H = (1.65 ± 0.35) × 10−5.

4.5 z = 3.025 towards Q0347-3819

This system was initially analysed by D’Odorico et al.
(2001), who found D/H = (2.24±0.67)×10−5 . It was subse-
quently re-analysed by Levshakov et al. (2002), who found
D/H = (3.75 ± 0.25) × 10−5. log N(H i) = 20.626 ± 0.005

is measured using the damping wings in the Lyα line. Lev-
shakov et al.’s result is different because they assume the
main component in H i has a similar z and b to that of
H2, also observed in this absorber. The D i lines are heavily
blended with H i and neither b(H i) nor b(D i) can be mea-
sured directly. The D/H value derived is dependent on the
assumed velocity structure, as shown by the different results
of D’Odorico et al. and Levshakov et al. The Si iv and 4̧ tran-
sitions for this absorber in Prochaska & Wolfe (1999) show
components at ∼ −60 kms−1 (on the scale in Levshakov et
al.’s Fig. 10), which may have associated H i absorption that
could affect the derived D/H. We suspect that the range of
D/H values allowed in this absorber is significantly larger
than that quoted by Levshakov et al. (2002). If we were to
include this result, we would choose a conservative 1σ error
range of (1.57 − 4.00) × 10−5. Since this range is at least
a factor of 2 greater than the other D/H error ranges, we
exclude this value from our comparison of D/H values below.

4.6 z = 2.526 towards Q1243+3047

Kirkman et al. (2003) analysed this system. D i is seen in
five transitions, but blended with H i. N(H i) is measured
using the damping wings at Lyα. This is complicated by
the Lyα lying close to the quasar H i Lyα emission, where
the continuum is steep and difficult to determine. The
authors generate many continua based on ‘anchor’ points
in the spectrum which they assume are free from forest
absorption. They use these to find a robust estimate for
log N(H i) = 19.73 ± 0.04. The fitted b(D i) is marginally
consistent with the predicted value from b(H i) and b(ø1).
D/H = (2.42+0.35

−0.25) × 10−5.

All of these D/H measurements are in absorbers with
metallicities of [Si/H] < −1, and so no significant D
astration should have taken place. Thus we might expect all
of these values, along with the D/H value from this paper,
to be consistent with a single, primordial D/H. To test this,
we fitted the five adopted D/H values above together with
the value in this paper to a single D/H value. Where there
are not symmetrical errors around the D/H values, we force
them to be symmetrical by increasing the smaller error to
match the larger error. We find D/H = (2.40 ± 0.3) × 10−5,
which is consistent with the predicted D/H from CMB and
standard BBN, (2.60+0.19

−0.17) × 10−5 (Coc et al. 2004). The
value of the total χ2 for the fit is 25.95 for five degrees
of freedom. The chance of exceeding this χ2 value by
chance is less than 0.01 %. Thus, taken at face value, the
measurements are not consistent with a single D/H; but
with so few measurements this may just be a result of small
number statistics. Kirkman et al. (2003) argue that the
inconsistency is probably due to underestimated systematic
errors - indeed, if we artificially double all the errors of
the D/H values, the total χ2 = 6.5 and the inconsistency
disappears. However, we note that the statistical errors
on each D/H result were arrived at only after careful
consideration of systematic errors. This highlights the need
for further D/H measurements to determine whether the
scatter in D/H is real.

Crighton, Webb, Ortiz-Gil, Fernandez-Soto (2004)


